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Accelerating Gaussian Process Regressions with Preconditioning 

Kernel matrices can help handle nonlinearities in the data in many machine learning applications. The entries 

of the kernel matrix are defined as the values of a kernel function at all pairs of points from a given dataset. 

Since the spectrum of the kernel matrix associated with the same dataset can vary dramatically as the 

parameters of the kernel function change, developing robust solution schemes for kernel matrices associated 

with a wide range of parameters is a challenging task. In this talk we focus on the Gaussian kernel functions 

and propose an adaptive structured block preconditioning technique. The proposed method is constructed 

based on the Nystrom approximation to the Gaussian kernel matrix. We show that the condition number of the 

preconditioned matrix decreases as the Nystrom approximation accuracy increases. We also show the relation 

between the geometry of the landmark points used in Nystrom approximation and the resulting 

approximation error. Based on this relation, we design an efficient rank estimation algorithm to automatically 

match the selected number of landmark points with the numerical rank of the kernel matrix. Experiments on 

various synthetic and real datasets ranging from low to high dimensions verify the effectiveness and 

robustness of the proposed method. 
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