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Background: biothreat agents Weighted Leverage Score

Simulation Results

Four distinguished features of the our newly proposed variable

screening methods for high dimensional regression analysis are:

• Weighted leverage score screening procedure does not impose

assumptions on the relationship between the response variable and

the predictors, thus it is considered as model-free variable

selection method that is applicable in high dimensional data

analysis;

• Weighted leverage score screening procedure enjoys a great

computational and theoretical advantage, which is highly

desirable for high dimensional data. WLS screening procedure

only includes one-time singular value decomposition, which has

the computation complexity of 𝑂(𝑛𝑝2), while a matrix inversion

has a computation complexity of 𝑂(𝑛3).

• There is no need to pre-specify the number of linear combination

𝐾.

• Weighted leverage score screening procedure is designed to

include both the information from columns of 𝑋 and the

relationship between 𝑋 and 𝑌.
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Discussion

 Characteristic of biothreat agents

• Transfer fast from person to person

• Most agents have no vaccine

• Difficult to detect in their early stage

 Detection of biothreat agents

A set of phenotypical measurements on a host are highly unreliable

in the early biothreat detection. Certain genes in infected cells show

different expression levels for different pathogens. (Das et al. (2008)).

Thus genomic markers one of the most reliable indicators and are

widely used in the past decades (Lim et al. (2005)). Our goal becomes

to identify the differentially expressed genes for different

pathogens.

 Challenges in biothreat detection.
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Anthrax VEE

SEB

• Single-celled organisms

• Treatment: Antibiotic
Bacteria

• Need host to produce

• Treatment: Vaccine and 
antiviral
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• Produced by organisms

• Treatment: Antidote
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Dimension Reduction Framework

Let 𝑌 ∈ ℝ be the response variable and 𝑋 = 𝑋1, … , 𝑋𝑝
𝑇

∈ ℝ𝑝 be

the predictors with 𝐸 𝑋 = 0 and 𝑐𝑜𝑣 𝑋 = Σ𝑋. 𝑥𝑖 , 𝑦𝑖  𝑖=1
𝑛 is an

observation from the 𝑖th subject 𝑖 = 1, … , 𝑛. Throughout the poster,

We assume the following model (Li 1991):

𝑌 = 𝑓 𝛽1
𝑇𝑋, … , 𝛽𝐾

𝑇𝑋, 𝜖 (1)
where 𝑓(⋅) is an unspecified link function on ℝ𝐾+1, 𝛽1, … , 𝛽𝐾 are 𝑝-

dimensional vectors and 𝜖 is the random error independent of 𝑋 with

mean 0 and finite variance. If 𝛽𝑘𝑗 = 0 for all 𝑘 = 1, … , 𝐾, 𝑋𝑗 is

referred to as a irrelevant predictor, otherwise, it is a relevant

predictor. We further developed the notation 𝑇 as the set of relevant

predictors and 𝑇𝑐 as the set of irrelevant predictors. When model (1)

holds, 𝑝-dimensional variable 𝑋 is projected onto a 𝐾-dimensional

subspace 𝒮 spanned by 𝛽1, … , 𝛽𝐾, which captures all the information

in 𝑌,

𝑌 ⊥ 𝑋 𝑃𝒮𝑋 (2)
Where 𝑃𝒮 is the projection matrix.

When 𝑓(⋅) is unknown, consider the profile correlation function,

𝑅2 𝛽𝑖 = max
𝛽,𝑇

𝐶𝑜𝑟𝑟2(𝑇 𝑌 , 𝛽𝑇𝑋)

𝑠. 𝑡. 𝑐𝑜𝑣 𝛽𝑖
𝑇𝑋, 𝛽𝑗

𝑇𝑋 = 0, 𝑖 ≠ 𝑗

Intuitively, 𝛽1 is a direction in ℝ𝑝 along which the transformed 𝑌
and 𝛽1

𝑇𝑋 have the largest correlation coefficient. 𝛽2, orthogonal to

𝛽1 , is a direction that produce the second largest correlation

coefficient between 𝑇(𝑌) and 𝛽2
𝑇𝑋. Under the assumption of model

(1) or (2), the procedure can be continued until all 𝐾 directions are

found that are orthogonal to each other and have nonzero 𝑅2(𝛽)
resulting in 𝛽1, … , 𝛽𝐾 that spanned the 𝐾-dimensional subspace 𝒮.

 Derivation of weighted leverage score

The solution of the profile correlation problem is,

MSG

MST

=
1

𝑛
 𝑋𝐻

𝑇  𝑋𝐻

𝛽∗ = arg max
𝛽

𝛽𝑇 𝑉𝑎𝑟 𝐸 𝑋 𝑌 𝛽

𝛽𝑇𝑉𝑎𝑟 𝑋 𝛽 =
1

𝑛
𝑋𝑇𝑋

= Σ

where  𝑋𝐻 is the sliced mean as described in Sliced Inverse

regression. Consider the rank 𝑑 singular value decomposition 𝑋 =
𝑈Λ𝑉𝑇, we have 𝑍 = Σ−1/2𝑋 = 𝑈𝑉𝑇 as normalized version of X.

The solution to the profile correlation problem then is,

𝛽∗ = arg max
𝛽

𝛽𝑇  𝑍𝐻
𝑇  𝑍𝐻 𝛽 ,
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The weighted leverage score of 𝑗th variable is defined as follows.
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𝑑
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Weighted Leverage Score

𝑊𝐿𝑆𝑗 = 𝑉𝑗
𝑇  

ℎ=1

𝐻

𝑝ℎ
 𝑈ℎ

 𝑈ℎ
𝑇 𝑉𝑗

where  𝑈ℎ = 𝜔1
ℎ, … , 𝜔𝑑

ℎ 𝑇
, 𝑉𝑗 = 𝑣𝑗1, … , 𝑣𝑗𝑑

𝑇
and 𝑝ℎ = 𝑛ℎ/𝑛. 

 Theoretical properties of weighted leverage score.

The weighted leverage score guarantees the rank consistency given the 

following conditions.

C1. Linearity condition.

𝐸 𝑋 𝛽𝑇𝑋𝒯 is linear in 𝛽𝑇𝑋𝒯 .

C2. Let 𝑥1, … , 𝑥𝑛 ∈ ℝ𝑝, 𝑛 ≥ 𝑝 be independent random vectors that 

have sub-Gaussian distribution for some 𝐿,

𝑃  𝑋,  𝑥 > 𝑡 ≤ 2𝑒−𝑡2/𝐿2

for some 𝑡 > 0 𝑎𝑛𝑑 𝑥 ∈ 𝑆𝑝−1.

C3. Covariance matrix. 

𝑙𝑖𝑚𝑝→∞ min
1≤𝑖≤𝑝

𝜆𝑖 > 𝑏 > 0.

where 𝜆𝑖 be the eigenvalues of Σ.

Theorem 1. Given the condition above, we have WLS𝑗∈𝒯𝑐 = 0 and 

the following inequality,

max
𝑗∈𝒯𝑐

𝑊𝐿𝑆𝑗 < min
𝑗∈𝒯

𝑊𝐿𝑆𝑗

holds uniformly for 𝑗 = 1, … , 𝑝.

Theorem 2. With C1 and Theorem 1, under the null hypothesis that 

given 𝛽𝑇𝑋𝒯 , 𝑌 is independent of 𝑋 𝑓𝑜𝑟 𝑗 ∈ 𝒯𝑐, n 𝑤𝑗 follows a 

weighted 𝜒2 distribution.

To have the rank consistency of weighted leverage score, we need the 

following corollary. Vershynin (2012) proved that with C2, for every 

𝛿 > 0, with probability at least 1 − 𝛿,

1

𝑛
 

𝑖=1

𝑛

𝑥𝑖𝑥𝑖
𝑇 − 𝐸 𝑋𝑋𝑇 ≤ 𝐶 𝐿, 𝛿 𝑝/𝑛 1/2

which guarantees the convergence of  Σ. With Weyl’s inequality, we 

have the convergence of  Σ−1/2.’

Corollary 1. Let 𝜆𝑖 𝑎𝑛𝑑  𝜆𝑖 𝑏𝑒 𝑡ℎ𝑒 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 Σ 𝑎𝑛𝑑  Σ. Given 

condition 3 and when 𝑛 is large enough, lim
𝑝→∞

min
1≤𝑖≤𝑝

 𝜆𝑖 >
𝑏

2
> 0 by 

Weyl’s inequality, we have that
 Σ−1/2 −  Σ−1/2 = 𝑂( 𝑝/𝑛 −1/2)

Theorem 3. For any 𝜖 > 0, there exists a sufficient small constant 𝑠
such that 

𝑃 sup
𝑗=1,…,𝑝

 𝑾𝑳𝑺𝒋 − 𝑾𝑳𝑺𝒋 > 𝜖 ≤ 2𝑝𝑒𝑥𝑝
𝑛

2
log(1 − 𝜖𝑠)

Thus denote 𝛿 = min
𝑗∈𝒯

𝑤𝑗 − max
𝑗∈𝒯𝑐

𝑤𝑗, there exists 𝑠𝛿 such that

𝑃 min
𝑗∈𝒯

 𝑾𝑳𝑺𝑗 > max
𝑗∈𝒯𝑐

 𝑾𝑳𝑺𝑗 ≤ 1 − 4𝑝𝑒𝑥𝑝
𝑛

2
log(1 − 𝛿𝑠𝛿/2) .

Real Data Example

 Background

To examine the gene expression host responses to different

biological threat agents in human peripheral blood mononuclear cells

(PBMCs), PBMCs were exposed to various pathogens with different

time duration.

 Data structure

1. Sample: human peripheral blood mononuclear cells 

2. 8 biological threat agents (BTAs)

--Toxin: SEB, CT, BoNT-A

--Bacteria: Anthracis, Yersinia pestis, Brucella melitensis

--Viruses: VEE, DEN-2

3.    For each pathogen, 3-6 successive time periods were studied.

Both infected and uninfected cells were maintained for further 

analysis.

 Biomarker detection using weighted leverage score

Ten genes 

with the 

highest 

scores are 

plotted for 

illustration.
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𝑌 =  

𝑖=1

𝑛

𝑠𝑖𝑔𝑛 𝑋𝑗 + 𝜖

n = 500, p = 100, H = 17, K = 6

𝑌 =  

𝑖=1

𝑛

𝑠𝑖𝑔𝑛 𝑋𝑗 + 𝜖

n = 500, p = 100, H = 17, K = 2

𝑌 = 𝑋1 𝑋1 + 𝑋2 + 1 + 𝜖

n = 500, p = 100, H = 17, K = 2

𝑌 =
𝑋1

0.5 + 𝑋2 + 1.5 2 + 𝜖


