Reduce the computation in jackknife empirical likelihood for comparing two Gini indices
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1. Objectives

- The Gini index is widely used as a measure of income inequality or wealth inequality in social sciences.
- Methods used to compare two Gini indices are very expensive.
- We propose a new jackknife empirical likelihood (JEL) method to reduce the computation cost.

2. Introduction

Let \( F(x) \sim P(X \leq x) \) be the cumulative distribution function of a non-negative random variable \( X \). The Gini index \( G \) is defined as

\[
G = \frac{1}{\Delta} \int \left( F(x) - \frac{x}{\Delta} \right) dx = \frac{\Delta - 1}{2\Delta} \tag{1}
\]

where \( X \) and \( Y \) are two independent random variables following the same distribution \( F(x) \) and \( \mu = E(X) \).

![Figure 1: The Gini index.](Image)

3. Methods

Given i.i.d. data set \( X = \{X_1, X_2, \ldots, X_n\} \), \( n \geq 2 \), the Gini index defined by (1) can be estimated by the ratio of two \( U \)-statistics with kernels \( h_1(y) = |x - y| \) and \( h_2(y) = y - x \), that is,

\[
\hat{G} = \frac{U_1}{U_2} = \frac{\sum_{i=1}^{n} h_1(X_i, X_j)}{\sum_{i=1}^{n} \sum_{j=i+1}^{n} h_2(X_i, X_j)} \tag{2}
\]

3.1 Profile Jackknife empirical likelihood

To derive the JEL confidence intervals for the difference of two Gini indices for paired samples, Wang and Zhao (2016) used the following setting:

Let \( X \sim (X_1, X_2, \ldots, X_n, Y_1, Y_2, \ldots, Y_n) \) be i.i.d. bivariate random variables with common distribution function \( F(x, y) \). Let \( F_X(x) = F(x, \infty) \) and \( F_Y(y) = F(\infty, y) \) be the marginal distributions for \( X \) and \( Y \), and \( G_1 \) and \( G_2 \) be the corresponding Gini indices associated with \( F_X(x) \) and \( F_Y(y) \), respectively. Let \( \Delta = G_1 - G_2 \). Define

\[
U_1^2(G_1) = \left( \frac{n-2}{2} \right) \sum_{i=1}^{n} h_1(X_i, X_j), \tag{3}
\]

\[
U_2^2(G_2) = \left( \frac{n-1}{2} \right) \sum_{i=1}^{n} h_2(Y_i, Y_j), \tag{4}
\]

where \( h_1(X_i, X_j) = (X_i + X_j)/2 - X_i \) and \( h_2(Y_i, Y_j) = (Y_i + Y_j)/2 - Y_i \).

Considering \( \Delta \) as the parameter of interest and \( G_1 \) as a nuisance parameter and using a vector-type jackknife pseudo-values, they developed a profile JEL ratio at the true \( \Delta \), in which the estimated nuisance parameter minimizes the JEL ratio when \( \Delta \) is fixed. However, the computation of the profile JEL could be very costly.

3.2 The proposed Jackknife empirical likelihood

Since equation \( U_2^2(G_2) = 0 \) does not depend on \( \Delta \), it can be used to find an estimate \( \hat{G}_1 \) of \( G_1 \). Solving the above equation we obtain a closed form of \( \hat{G}_1 \):

\[
\hat{G}_1 = \frac{U_1^2 - \sum_{i=1}^{n} h_2(Y_i, Y_j)}{\sum_{i=1}^{n} \sum_{j=i+1}^{n} h_2(Y_i, Y_j)} \tag{5}
\]

Following this theorem, an asymptotic \( 100(1 - \alpha) \% \) confidence interval for \( \Delta \) is given by

\[
\left( \hat{\Delta} - 2 \log R(\hat{\Delta}) \leq \Delta \leq \hat{\Delta} + 2 \log R(\hat{\Delta}) \right),
\]

where \( \log R(\hat{\Delta}) \) is the \( 100(1 - \alpha) \% \) percentile of the chi-square distribution with one degree of freedom.

4. Results

4.1 Simulation Study

We compare the performance of the proposed JEL (JEL-AZ) method with the JEL method in Wang and Zhao (2016) (JEL-WZ) through simulations. We also investigate the adjusted jackknife empirical likelihood (AJEL) and the bootstrap-calibration (JEL-Boot) to improve coverage accuracy for small samples.

<table>
<thead>
<tr>
<th>Table 1: Comparison of computing times (in seconds) for different jackknife empirical likelihood methods.</th>
<th>X ( \sim ) Expo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Time (mean)</td>
</tr>
<tr>
<td>JEL-AZ</td>
<td>0.015</td>
</tr>
<tr>
<td>JEL-WZ</td>
<td>0.019</td>
</tr>
<tr>
<td>AJEL</td>
<td>0.023</td>
</tr>
<tr>
<td>JEL-Boot</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Based on the table 1 and 2 make the following conclusions:

- All the coverage probabilities tend to their nominal levels as the sample size increases.
- JEL-AZ methods have better coverage than JEL-WZ ones.
- The running times of JEL-WZ simulations are 5 to 20 times those of JEL-AZ.

4.2 Real Application

We apply the proposed methods to estimate the real GDP (Gross Domestic Product) per capita in constant dollars expressed in international prices, base year 1985 for the years 1970 and 1990. These data sets are extracted from the Penn World Tables data (Summers & Heston (1995)). In this case, the Gini index measures the dispersion of real GDP across the 108 countries for which data are available.

5. Conclusions

- JEL-AZ methods require less computation than JEL-WZ ones.
- They have better coverage probability than JEL-WZ methods.
- Can be applied to a wide range of paired data sets.
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Figure 1 shows that the data at years 1970 and 1990:

- Seem to be exponentially distributed: their estimated Gini indices (0.488 and 0.525) are very close to 0.5, the Gini index from exponential distribution.
- Are highly correlated: the correlation coefficient is 0.911.

Figure 2: Exploratory plots for the data set.

Table 3: Point and interval estimates for the parameters of interest from the data set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Point estimate</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.015</td>
<td>0.013</td>
<td>0.017</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.023</td>
<td>0.018</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Table 3 confirms that JEL-AZ methods confidence intervals for the difference between the Gini indices at years 1970 and 1990 are wider than these of JEL-WZ methods but in both cases the confidence intervals are small enough to conclude that there is a significant difference between the two indices (\( G_1 < G_2 \)).